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Linear Time Invariant (LTI) causal operators & Laplace Transform

Set of signals: E = {x : R → R or C, defined almost everywhere s.t. (i) & (ii)}
(i) causality: ∀t < 0, x(t) = 0,
(ii) integrability: ∀T > 0,

∫ T
0 |x(t)| dt is convergent.

Laplace transform at s ∈ C: L[x ](s) = X (s) :=
∫ ∞

0 e−stx(t) dt,
(iii) defined if

∫ ∞
0 |e−stx(t)| dt is convergent.

General theorems (complementary results for L1, L2, distributions, etc.)

Existence: ∃!a ∈ R s.t. (iii) is false if $e(s) < a and true if $e(s) > a .
Analyticity: for all s ∈C+

a := {s ∈ C | $e(s) > a} (Rk: C+
−∞= C, C+

+∞= ∅).
Fourier transform: F [x ](f ) := X(2iπf ), if a < 0 (x ≡ IR of a strictly stable system).

Theorems on integral, differential and LTI operators

Integrator [I1x ](t) :=
∫ t

0 x(τ) dτ : L[I1x ](s) = 1
s X(s), if s ∈ C+

max(0,a)

Derivative [D1x ](t) := x ′(t): L[D1x ](s) = s X(s) − x(0+), if x |R+ is C0 and
∃A0, t0 > 0, ∀t > t0, |x(t)| ≤ A0eat (if x is C0 on R, x(0+) = 0 and D1 ≡ s×).
Convolution operator [h # x ](t) =

∫
R h(τ) x(t − τ)dτ : L[h#x ](s) = H(s) X(s).
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Causal one-half integrator I1/2 & specimen in classical physics
For all s ∈ C+

0 and x ∈ E s.t. s "→ X(s) is defined in C+
a with a ≤ 0

Laplace transfer function H of I1/2

L[

I1/2 I1/2x

](s)

=

L[

I1x

](s) =⇒ H(s)2X(s) = 1
s X(s)

Solution analytic on C+
0 : H(s) = 1/

√s (or its negative version −1/
√s)

Specimen in physics: 1D heat equation in a semi-infinite rod (z ≥ 0)
a) Heat flow: q(z, t) = −κ ∂zθ(z, t), (θ: temperature, κ > 0: thermal conductivity)
b) Heat equation: ∂tθ(z, t) = −∂zq(z, t)= κ ∂2

z θ(z, t), for all (z, t) ∈ (0, +∞)2,
c) Initial condition: θ(z, t = 0) = 0, for all z > 0,
d) Controlled boundary: q(z = 0, t) = x(t), for all t > 0, with X ∈ E.
e) Bounded solution (θ(z, .) in E for all z)

(b-c) ⇒ sΘ(z, s) = ∂2
z Θ(z, s) =⇒ ∃A, B s.t. Θ(z, s)=A(s)e−

√s z+B(s)e+√s z

(e and s ∈ C+
0 , e.g. positive s) =⇒ Θ(z, s)=A(s)e−

√s z (and B ≡ 0)
(a) ⇒ q(z, t) = κ A(s) √se−

√s z , so that at z = 0, (d) ⇒ κ A(s) √s = X(s)

Result: Θ(z , s) = e−
√s z

κ
√s X (s) and Θ(z = 0, s) = 1

κ
√s X (s)

At z = 0, the temperature θ(z = 0, t) evolves as 1
κ I1/2 of the heat flow x(t)
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e) Bounded solution (θ(z, .) in E for all z)

(b-c) ⇒ sΘ(z, s) = ∂2
z Θ(z, s) =⇒ ∃A, B s.t. Θ(z, s)=A(s)e−

√s z+B(s)e+√s z

(e and s ∈ C+
0 , e.g. positive s) =⇒ Θ(z, s)=A(s)e−

√s z (and B ≡ 0)
(a) ⇒ q(z, t) = κ A(s) √se−

√s z , so that at z = 0, (d) ⇒ κ A(s) √s = X(s)

Result: Θ(z , s) = e−
√s z

κ
√s X (s) and Θ(z = 0, s) = 1

κ
√s X (s)

At z = 0, the temperature θ(z = 0, t) evolves as 1
κ I1/2 of the heat flow x(t)
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Zoology of x(t)−→ Fractional(/Irrational) Syst. y(t)−→

Fractional/Irrational syst. Transfer fct. (analytic in $e(s)>0)
Integrator I1/2 H1(s) = 1/

√s (→ H(s)2 = 1/s)
Derivative ∂1/2

t H2(s) = √s (→ H(s)2 = s)
Frac. Diff. Eq. (0<α<1)∑P

p=0 ∂pα
t y =

∑Q
q=0 ∂qα

t x H3(s) =
∑Q

q=0 sqα/
∑P

p=0 spα

Bessel: y(t) =
[
J0 # x

]
(t) H4(s) = 1/

√
s2 + 1

Fract. PDE : (∂z + ∂1/2
t )w = 0

y(t)=w(z, t), ∂zw(0, t)=−x(t) H5(s) = e−
√sz/

√s

Flared lossy acoustic pipe H6(s)=2Γ(s)es−Γ(s)/[s+Γ(s)]
with Γ(s)=

√
s2+εs3/2+ 1

→ long memory: ∀t >0, h1(t)=1/
√

πt, h5(t)∼
∞

√
2/(πt) cos(t−π/4)

→ singularities of Hk(s): poles and cuts in $e(s) < 0
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Case of the fractional integrator I1/2 (H1(s)=1/√s)

Consider s = ρeiθ ∈ C with ρ > 0 and θ ∈] − π, π]

√s = √
ρeiθ/2 generalizes the square-root which is positive on s ∈ R+

For these choices, arg√s = θ
2 ∈] − π

2 , π
2 ] and there is a jump of

H1(s) = 1/
√s when s crosses R−

R− is called a cut of H1(s) and the jump at −ξ ∈ R− is
H1(−ξ + i0−) − H1(−ξ + i0+)= i√

ξ
− −i√

ξ
= 2i√

ξ

Why choosing the cut R− (that is θ ∈] − π, π]) ?

(i) Causal stable system ⇒ H analytic in &e(s) > 0
(ii) It is “natural” to preserve the Hermitian symmetry since a

real system ⇒ H1( s ) = H1(s) in &e(s) > 0
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Basic idea: Laplace inverse transform and adapted Bromwich contour

Let et
+ = et 1R+(t) be the causal exponential.

Causal convolution kernel: h1(t) = lim
ε→0+

∫ ε+i∞

ε−i∞
H1(s)est

+ ds

Residue theorem: 1
2iπ

∮
C H1(s)est

+ ds =
∑

γ∈P ResH1,γ eγt
+

Bromwich contour CR,a,b with (R, a, b)→(+∞, 0+, 0+)

h(t) + 0−
∫ +∞

0 µ(−ξ)e−ξt
+ dξ + 0 = 0 with

µ(−ξ) = H1(−ξ+i0−)−H1(−ξ+i0+)
2iπ = 1

π
√

ξ
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Basic idea: Integral representations

Kernel: h1(t) =
∫ +∞

0 µ(−ξ)e−ξt
+ dξ with µ(−ξ) = 1

π
√

ξ

Input/Output system: a continuous aggregation of convolutions with
damped exponential

y(t) = [h1 # x ](t) =
∫ ∞

0
µ(−ξ)[e−ξt

+ #t x(t)]
︸ ︷︷ ︸

=φ(−ξ,t)

dξ

Time-realization:{
∂tφ(−ξ, t) = −ξφ(−ξ, t) + x(t), φ(−ξ, 0)=0, ∀ξ > 0
y(t) =

∫ +∞
0 µ(−ξ)φ(−ξ, t)dξ

Transfer function: aggregation of first order systems
F (−ξ, s) = Φ(−ξ,s)

X(s) = 1
s+ξ , ∀ξ > 0

H1(s)= Y (s)
X(s) =

∫ +∞

0
µ(−ξ)Φ(−ξ,s)dξ

E(s) =
∫ +∞

0 µ(−ξ)F (−ξ, s)dξ

=
∫ +∞

0
µ(−ξ)

s+ξ dξ
(

= 1√s

)
, for $e(s) > 0
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Questions about generalizations

Summary:
Determine the singularities (poles and cuts) of H(s).
Compute their associated residues and jumps
Derive an integral representation from an adapted Bromwich contour and
the residue theorem
long memory (damping slower than any exponential) ↔ infinite continuous
aggregation of exponentials

Questions:
Are such integral representations always well-posed ?
How to perform accurate approximations and simulations in the time
domain ?
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Definitions

Many transfer functions can be decomposed as follows, in some right-half
complex plane C+

a := {$e(s) > a},

H(s) =
K∑

k=1

Lk∑

l=1

rk,l
(s − sk)l +

∫

C

M(dγ)
s − γ

,

which translates in the time domain into the following decomposition of
the impulse response:

h(t) =
K∑

k=1

Lk∑

l=1

rk,l
1
l! t l−1 esk t +

∫

C
eγ t M(dγ), for t > 0.

The integral part can be realized by a dynamical system:

∂tφ(γ, t) = γ φ(γ, t) + u(t), φ(γ, 0) = 0, ∀γ ∈ C

y(t) =
∫

C
φ(γ, t) M(dγ) ,
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The integral part can be realized by a dynamical system:

∂tφ(γ, t) = γ φ(γ, t) + u(t), φ(γ, 0) = 0, ∀γ ∈ C

y(t) =
∫

C
φ(γ, t) M(dγ) ,
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Technical conditions

A well-posedness condition must be fulfilled:
∫

C

∣∣∣∣
M(dγ)

a + 1 − γ

∣∣∣∣ < ∞ .

When measure M has a density µ, and the curve C admits a C1-regular
parametrization ξ .→ γ(ξ) which is non-degenerate (γ′(ξ) /= 0), we have:

µ
(
γ
)

= lim
ε→0+

H
(
γ + iγ′ε

)
− H

(
γ − iγ′ε

)

2iπ .

Note the hermitian symmetry property:

H(s) = H(s), ∀s ∈ C+
a
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Method M1: approximation by interpolation of the state

Approximation of the state φ(γ, t), for {γp}0≤p≤P+1 ⊂ C
φ̃(γ, t) =

∑P
p=1 φp(t) Λp(γ), where φp(t) = φ(γp, t).

{Λp}1≤p≤P are cont. piecewise lin. interpolating functions.

The corresponding realization reads:

∂tφp(t) = γp φp(t) + u(t), 1 ≤ p ≤ P,

ỹ(t) = $e
P∑

p=1

µp φp(t) with µp =
∫

[γp−1,γp+1]C

µ(γ)Λp(γ)dγ.

The corresponding transfer function has the structure:

H̃µ(s) = 1
2

P∑

p=1

[
µp

s − γp
+ µp

s − γp

]

Convergence results can be proved, as dim. P −→ ∞.
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Method M2: optimization
Step 1: re-interpreting Sobolev spaces

Optimization in the frequency domain, stemming from

ĥ(f ) = lim
ε→0+

H(ε + 2iπf )

Norms in L2, or Sobolev spaces Hs , are defined as:

‖h‖2
Hs (Rt ) =

∫

Rf

ws(f ) |H(2iπf )|2 df , with ws(f ) = (1 + 4π2f 2)s .

where s ∈ R tunes the balance between low and high frequencies.
For specific applications, more general frequency dependent weights can
be used: bounded frequency range, logarithmic scale, relative error
measurement, bounded dynamics ...
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Method M2: optimization
Step 2: building up specific weights for audio applications

For audio applications, w(f ) can be adapted and modified according to the
following requirements:

1 a bounded frequency range f ∈ [f −, f +]: w(f ) 1[f −,f +](f );
2 a frequency log-scale: w(f )/f ;
3 a relative error measurement: w(f )/|H(2iπf )|2

4 a relative error on a bounded dynamics: w(f )/
(
SatH,Θ(f )

)2 where the
saturation function SatH,Θ with threshold Θ is defined by

SatH,Θ(f ) =
{

|H(2iπf )| if |H(2iπf )| ≥ ΘH
ΘH otherwise

Note: normalization of the samples is desirable in most audio applications,
before the sequence is sent to DAC audio converters.
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Method M2: optimization
Step 3: Regularized criterion with equality constraints

The regularized criterion reads:

CR (µ) =
∫

R+

∣∣∣H̃µ(2iπf ) −H(2iπf )
∣∣∣
2
w(f )df +

P∑

p=1

εp|µp|2,

Equality constraints for H̃µ

(dj ) at prescribed frequency points ηj , 1 ≤ j ≤ J
are taken into account thanks to a Lagrangian CR,L by adding to CR :

$e



!∗





H(d1)(2iπη1) − H̃µ

(d1)
(2iπη1)

...
H(dJ )(2iπηJ) − H̃µ

(dJ )
(2iπηJ)







 ,



25/ 68

Method M2: optimization
Step 4: Discrete criterion

Discrete version of the criterion for frequencies increasing from f1 = f− to
fN+1 = f+ is, with sn = 2iπfn:

C(µ) ≈
N∑

n=1

wn

∣∣∣H̃µ(sn) − H(sn)
∣∣∣
2

with wn =
∫ fn+1

fn
w(f )df .

In matrix notations, this rewrites

CR,L (µ) =
(
Mµ − h

)∗W
(
Mµ − h

)
+ µtEµ + $e

(
!∗ [k − Nµ]

)
,

with






M: model N×(P+P2)
N: constraint model J×(P+P2)
E : regularization (P + P2) × (P + P2)
W : weights N × N
h: data N × 1
k: constaints J × 1
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Method M2: optimization
Step 5: Closed-form solution

If J = 0 (no constraint), the solution reduces to

µ=M−1H ,

where M=$e
(
M∗WM+E

)
and H=$e

(
M∗Wh

)
.

For J ≥ 1, the solution reads:

µ = M−1 [
H + NtN −1 (

k − NM−1H
)]

,

where N = NM−1Nt is invertible for non-redundant constraints, and{
Nt denotes [$e(Nt), 5m(Nt)]
kt denotes [$e(kt), 5m(kt)] .
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Academic example: H1(s) = 1/
√s, µ1(−ξ) = 1/(π√

ξ)

Top: Interpolation, P = 16. Bottom: Optimization, P = 10.
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Fractional auto-regressive system: H3(s) = 1/(s2 + 0.1s3/2 + s1/2 + 0.1)
(poles and R−)

Left: Interpolation, P = 18. Right: Optimization, P = 18.
(. . . ): poles only. (− −): cut only. (−): poles and cut.



30/ 68

Bessel kernel: 2 cuts ±i + R−

H4(s) = 1/
√

s2 + 1, µ±
4 (−ξ) = 1 / (π

√
ξ(±2i − ξ))

Left: Interpolation, P = 10. Right: Optimization, P = 10.



31/ 68

Trumpet-like instrument (I)

Decomposition into elementary subsystems.

Transfer functions of interest:
Reflection between p+

0 and p−
0 .

Transmission between p+
0 and p4.
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Trumpet-like instrument (II): various choices of the cuts

with 3 Horizontal cuts, with a Cross cut

Remark: the values of H(s) in C+
0 do not depend on the choice of the cut!
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Trumpet-like instrument (III)

Time-domain representation Frequency-domain rep.

Real-time simulations in Pure-Data environment on optimized models with
P ≤ 10 for each quadripole Qk : bounded freq. range, log-scale & relat. error.
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Thomas Helie

Thomas Helie
wave delay
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Thomas Helie

Thomas Helie

Thomas Helie
oversampling

Thomas Helie
undersampling
& wave delay

Thomas Helie
irrational system
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Conclusion

Contributions
Representation with poles and cuts of linear fractional/irrational systems
Flexible method for the low-cost simulation based on approximation and
optimization
Suitable for real-time applications.
Application to weakly nonlinear systems with Volterra series

Perspectives
Open question: optimal choice of cut for approximation ?
Open question: optimal placement of poles, once the cut has been chosen?

– The end –
Thank you for your attention

Acknowledgements: M. Hasler, D. Matignon, R. Mignot, V. Smet.
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