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Introduction

ONTINUOUS TiME RANDOM WALK (CTRW) to FRACTIONAL DERIVATIVES

(Th),,>1 : positive jid random waiting times having a pdf (t), t> 0.
(Xn),>q ¢ fid random jumps having a pdf w(z), = €R.

n
Setting tgp : =0, ty := Z Ty.
k=1

The wandering particle :
@ Starts at point £ = 0 in instant ¢t = 0.
@ Makes a jump X, in instant ¢,,.
@ =0 for 0<t<Ty =t;.

n
@ z=) X, for t,<t<tny1.
k=1

Hypothesis : (Tn),,~; and (Xx),,~, are independent.
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Introduction

ASTER EQUATION OF MONTROLL & WEISs (1965)

Probabilistic arguments = The master Equation (Montroll & Weiss, 1965)

e =0 [ wmar + [ we-n ([ we-open i) ar @

— 00

where

@ § () is the Dirac measure.

400
) / Y(r)dr =P(T >t): (Survival probability : probability that the
t
waiting time is > ¢ at a given position).
@ p(z,01) = §(=).
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Introduction

ER EQUATION TO FRACTIONAL DIFFERENTIAL EQUATIONS

Theorem 1 (R. Gorenflo & F. Mainardi)

Assume that :
@ w(x)~cy|z|~@tD)  as  |z| — +oo, with « €]0,2].
@ Y(t) ~veat— BT as ¢ — 400, with B €]0,1[.
Then, up to scaling the variables :
@ z+— (Az) Xz,
@ t+— (At) xt,
@ with (Az)® = c3 (At)P,

the master equation (1) goes over to the space-time fractional diffusion equation :
2P p(x,t) — oD p(z,t) =0, 0<a<2, 0<B<I,
u(z,0t) =6(z), z€R, t>0,

where the fractional differential operators @tﬁ and o D§* will be specified.

CFM2022 Nantes 29 aoiit — 02 septembre 2022 5/25



Introduction

AND NOTATIONS

ion 2 ( Riemann-Liouville's fractional integral and derivative of order

e The left and right sided Riemann-Liouville fractional integrals of order « :

S SRR
10 = o [y
u(t)

e The left and right sided Riemann-Liouville fractional derivatives of order « :

dn

oD¥ u(z) = prr [oI"%u(z)],
Dgu@) = (1" [pu)],

—+oo
where I'(z) = / t*~1 e~t dt is the Euler's Gamma function and n = [a] + 1.
0
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Introduction

For 0 < a < 1, we get :

o -1 d bou(t)
° 25 )= vy ),

mn
By permuting the operators on and I"~%, with n = [a] + 1, we obtain :
x

Definition 3 (Caputo’s fractional derivative)

@ Left-sided Caputo fractional derivative : ¢ 2% u(z) =q In—ay(n) (z),
@ Right-sided Caputo fractional derivative : Z¢* u(z) = (—1)" I;‘_au(”)(a:).

Riemann-Liouville vs Caputo derivatives (functional analysis approach)

H. Emamirad, A. Rougirel. Abstract differential triplet and boundary restriction
operators with application to fractional differential operators. 2021.
https:hal.archives-ouvertes.frhal-02958830v2
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Order identification problem

Consider for example the pde problem
Lsu= f(u) (+ Boundary and initial conditions), (2)

where L is a linear combination of fractional differential operators D%i.

Let us be the solution of (2) and assume that u- is sufficiently smooth with respect
to its variables and with respect to .

Then

61 [DSiug] (xi) aii {61 (/Oz %ug () dt)}

o [ [%i (w—t)~% ( 1 ) )
= 1 t) dt

8.’E1' (/() F(l — Oti) " Ty — t ua)( ) *

F/(l - a’i) a; a;
bR DSuz) + D @)
Do {8ua>

Oug

da

F/(l - ai)
F(l - Oéi)

Dgiug (@) + D3iug (#:)

} (wi) +
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Order identification problem

) .0 . .
It follow that the problem satisfied by the function Do [ch‘l?ug] is

g

Ly w=f'(ug)w + L(ug) (+ Homogeneous boundary and initial conditions),

(3)
Therefore, we can perform descent gradient methods to identify the vector derivation
order & from a cost function

J(@) = llug — eI

exp
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Order identification problem

lication to the Taylor-Couette flow

We consider an application to coaxial annular flow in which a fluid is
confined between two cylinders of radii R;,, and R,,:. A fractional order
model governing the fluid velocity wg(r,t) :

P o— 82u9 laug ug
Gt ﬂul?: o2 a2 Ripn <r < Rout, 0<t<T

p Ougy
Voot T

Ug(Rin,t) = ¢i(t), ug(Rout,t) = ¢o(t), 0<t<T,

8“9 (T7 O)

UQ(T’O) = ot

=0, Rin <7< Rout,

with 3 €]0,1[. The constants p, V and G are given positive physical
parameters.
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Order identification problem

lor-Couette numerical simulations

We choose B = 0.7 which will be supposed to be unknown. We are_
interested to find 8 by considering a measure z of the solution wy(3) on

|Rin, Rout[x]0, T
194 0‘!5X
1935
01
193
= 5
= o
1925
0.05
192
1915 o
0.68 07 072 0.74 0.76 0.78 08 0 50 100 150

g Iteration number

Figure 1: Left: The cost function J(3), with initialization 8o = 0.8. Right: Relative
error for B in the steepest descent scheme.

CFM2022 Nantes 29 aoiit — 02 septembre 2022 11/25



Source identification problem

Inaries

One-parametric Mittag-Leffler's function

For any v €]0, 1],
@ Cauchy problem & one-parametric Mittag-Leffler function

u(t), t>0

u —  u(t) =ug B4 (7).

{ 027 u(t)
u(0)

@ Ey is the one-parametric Mittag-Leffler function (6 > 0) :

oo k
z
E :E — C
0(2) kZOF(9k+1)’ or any z € C,
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Source identification problem

Two-parametric Mittag-Leffler's function

For any a €]1, 2],

@ Boundary eigenvalue problem & two-parametric Mittag-Leffler function

A7 =
{ 0D u(z) Au(z), 0<z<1 —  u(@) =2 Eaa(Az®).

u(0)=u(l) = 0

@ FEy , is the two-parametric Mittag-Leffler function (6 > 0, v > 0) :

2 k
z
Ey,(2) = Z ———— for any z € C.
= T'(6k + v)
v
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Source identification problem

Let @ €]0,2[, v > 0 and p be such that GT" < p < min(r,0m). Then, there is a
constant ¢ = ¢(0,v, u) > 0 such that

C
1+ |z

v

Let (frn)nen, be a sequence of functions defined on the interval |a, b]. Suppose the
following conditions are fulfilled:

@ the fractional derivative DS fr () exists for all n € N and x €]a, b];

|Eo,u(2)| < , VzeC, p<larg(z)| <. 4)

oo oo
@ both series Z fn(z) and Z D¢ fn(zx) are uniformly convergent on the
n=1 n=1

interval [a + €, b] for any € > 0.

o0
Then the function defined by the series Z fn(x) is a—differentiable on |a,b] and

n=1

Dy <Zl fn(x)> = ZlDf{fn(ft) )
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Source identification problem

tral problem

Consider the spectral problem:
DX (z)=AX(x),0<z <1, with X(0)=X(1)=0. (6)
The eigenfunctions of (6) are given by [1]:
Xn(z) = zo‘_lEa,a()\nxa), n>1, (7

where \;, are the associated eigenvalues respectively. Notice that these eigenvalues
form a countable set that is denoted by (An), ;. Moreover, they satisfy the following

(P1) There are only finitely many real eigenvalues and the rest appears as complex
conjugate pairs.

(P2) |An| ~ (27n)® as n — +oo.
am - am
(P3) - < arg (A\n) < 7 for n sufficiently large and arg (An,) ~ 5 asn— ~+oo0.

[1] Gorenflo, R. And Kilbas, A. And Mainardi, F. And Rogosin, S.,
Mittag-Leffler Functions, Related Topics and Applications. Springer (2014)
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Source identification problem

ctral problem

@ The family (Xp),>1 is a basis of L2((0,1),C).
@ This basis is not orthogonal (because of : D not self-edjoint)

@ The family ()?n) _, defined by
Xn(@) = Xn(1—2) = (1 — 2)* 1 Eq.a (An(l — 2)%) (8)

correspond to the eigenfunctions of the adjoint operator of D with respect to

1
. .o ) o _
the inner product in L#((0,1),C) : (f, g>L2((o,1),c) —/0 f(z)g(x) du,
@ The adjoint operator of D$ is the right sided RL a-fractional derivative :

D% f(z) = — dtn/( 10 f(ydt, n=[a] + 1. (9)

@ The family ()271)721 is biorthogonal to (Xn),>1 in L2((0,1),C) and satisfy
(Xn, Xm)p2(01) =0 for n#m and (Xn, Xn)p2(01) = Cn > 0. (10)

[2] T. S. Aleroev, M. V. Khasmaev, Boundary Value Problem for one-dimensional
differential advection-dispersion equation. Vestnik MGSU [Proceedings of Moscow
State University of Civil Engineering] (2014) 71-76.
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Source identification problem

rce identification problem

Let us consider the source identification problem

d
DY u(x,t) — Y Dgiu(z,t) = p(x) f(1), (x,t) € 2x]0,T],
=1
u(z,t) =0, (x,t) €0Q x[0,T], (11)

u(z,0) = ¢(2), z € ﬁv
u(z,t) de = (t), t € [0,T].

where the functions p, ¢ and v are given and the functions u and f are unknown.
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Source identification problem

rce identification problem

We integrate the equation on 2 and expand of p(z) and ¢(z) in the biorthogonal

bases:
p(z) = Z Z Pny-ng ®X (12)

ny>1 ng>1

Z Z Pny--ng ®X (13)

ny>1 ng>1

. =1 L2(Q
with DPny-ng = 7 7 ©) , (14)
(@, @)
i=1 i=1 L2(Q)
d o~ .
(- @)
i=1 L2(Q
and  Pnyng = —— _ @ . (15)
(@, ®x.)
i=1 i=1 L2()
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Source identification problem

rce identification problem

It follows that f satisfies the integral equation :

ft) =

where
sty= 3 -
ny>1
and
pt) =D -

>

1 t 1
- (Dzlb(t)*ﬂt)*/ (t—=s)""" f(s) P(t*S)dS), (16)
a 0
d d
Fn1~-~nd = H Eai,ai-ﬁ-l (Z Aflk) .
i=1 k=1
a= Z Z Thieng Prg-ng (17)
ni>1 ng>1
d ) d )
’ Z <Z)\:lz> Ongng Tngong By1 <<Z)‘¢U> tw) (18)
ng>1 \i=1 i=1

d d
<Z )\ﬁli> Pry-ong Dnyeong Bry <<Z )\ﬁli> ﬂ) (19)
=1

ng>1 \i=1
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Source identification problem

identification problem

Theorem 6

Let

@ p e C(Q,R) such that Dz}l ---Dzdp e C (Q,R) and/p(z)d:v;éo.
Q

@ Letp € C([0,T],R) such that D}y € C([0,T],R).
@ ¢ €C(R) such that D3} --- D3¢ ¢ € C (4, R) and ¢|sq = 0.
Then there exists at least one solution to Problem (11).

Idea of the proof. Schauder fixed point theorem in Banach spaces with the
Arzela-Ascoli compactness result :

B C(0,TL,R) — C([0,T],R)

f — t»—>2<D71/) /(t—s” Lr( )(t—s)ds)
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Source identification problem

ki norm

@ To prove that the operator B admits a fixed point, start by showing that B
maps a certain closed convex set into itself, in the space C([0,T],R) equipped
with the Bielecki norm, which is equivalent to the uniform norm on [0, 7.

@ For every § > 0, we introduce the Bielecki norm

lull; = sup (72" u(®)]). (21)
t€[0,77]
@ The space (C([0,T],R), || - ||;) is a Banach space.
@ The two norms || - |5 and || - ||, are equivalent.

Under the above notations, there exists a positive constant §« > 0 such that for any
> 0« there is a radius Rs > 0 such that the closed convex ball

K={feC(0,T],R) : |fll; < Rs}

is stable by the operator B, that is, B(K) C K.
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Source identification problem

ecki norm

Remark. Using the Bielecki norm allows to have no constraint on the maximum value
that T can take. On the other hand, if we use the classical infinite norm, then T" must
be less than a finite quantity depending on the data of the problem.

Idea of the proof.
e Forany f € C([0,T),R), t € [0,T] and § > 0, we have

-3t

e O B(f)(1)]
lal

t —1
Dzw<t>—¢<t>—/0 (t— )" p(t — 5) £(5) ds|,
e (DY () — o)) — /Ot TN (@ VT (e — ) e 700 f(s)ds

al
a

1

|
T
o (10715 + 11 + P A O ds).

e Then for 6 > 0 sufficiently small, we can find Rs such that Kj is stable by B.
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Source identification problem

The family (B(f)) ye i is equicontinuous, that is : vVt € [0,T], Ve >0,

r>0: VYVt e0,TINt—r,t+r, VfeEK, |B(f)E) —B(f)(t) <e.

Idea of the proof : Classical estimates ...

By Arzela-Ascoli theorem, B(K) is relatively compact. Now, we are able to use the
Schauder fixed point theorem.

Theorem 9 (Schauder fixed point theorem)

Let (E, ||.||) be a Banach space, let K C E convex and closed. Let L : K — K be a
continuous operator such that L(K) is relatively compact. Then L has a fixed point in
K.

[Proof of Theorem 6] We know, from Lemma 7 and Lemma 8 that B is a continuous
operator and B(K) is relatively compact, with K convex and closed. By Theorem 9,

the operator B admits a fixed point in K, so the integral equation (16) has a solution
in [0, 7.

Once the existence of the source term f is established, the existence of u follows in a
similar way with the arguments developed above for the direct problem.
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Source identification problem

Theorem 10

Under the conditions of Theorem 6, every solution of the inverse problem (11)
depends continuously on the given data ¢, p and 1.

Idea of the proof : Classical estimates ...

@ The temporal source term f :

|-, < e (Jore - 229

potomy 19 = Flimqey + 1o = Plimqen )

@ The solution u : The continuity of the part u of the solution follows with
classical arguments for linear problems with the norm

lulloo,s = sup  sup ’e*‘”u(x,t)‘.
zeQ t€[0,T]
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Source identification problem

Merci beaucoup pour votre attention !
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